
 

 
Barw Medical Journal  |  2024;2(3):3-6 

Journal home page: https://barw.krd/index.php/BMJ  

Original Article  

Assessment of Nursing Skill and Knowledge of ChatGPT, 

Gemini, Microsoft Copilot, and Llama: A Comparative Study  

Dilan S. Hiwa1*, Sarhang Sedeeq Abdalla2, Aso S. Muhialdeen2, Hussein M. Hamasalih3, 

Sanaa O. Karim3 

1. College of Medicine, University of Sulaimani, Sulaymaniyah, Kurdistan, Iraq 

2. Smart Health Tower, Madam Mitterrand Street, Sulaymaniyah, Kurdistan, Iraq 

3. College of Nursing, University of Sulaimani, Sulaymaniyah, Kurdistan, Iraq 

* Corresponding author: dilan.sarmad.hiwa@gmail.com (D.S. Hiwa). Ashty Street 30 - Zone 1 - house number 6, Zip code: 46001, 

Sulaymaniyah, Iraq 

 

 
Abstract 

 

Introduction 

Artificial intelligence (AI) has emerged as a transformative force in healthcare. This 

study assesses the performance of advanced AI systems—ChatGPT-3.5, Gemini, 

Microsoft Copilot, and Llama 2—in a comprehensive 100-question nursing competency 

examination. The objective is to gauge their potential contributions to nursing healthcare 

education and future potential implications. 

Methods 

The study tested four AI systems (ChatGPT 3.5, Gemini, Microsoft Copilot, Llama 2) 

with a 100-question nursing exam in February of 2024. A standardized protocol was 

employed to administer the examination, covering diverse nursing competencies. 

Questions derived from reputable clinical manuals ensured content reliability. The AI 

systems underwent evaluation based on accuracy rates. 

Results 

Microsoft Copilot demonstrated the highest accuracy at 84%, followed by ChatGPT 3.5 

(77%), Gemini (75%), and Llama 2 (68%). None achieved complete accuracy on all 

questions. Each of the AI systems has answered at least one question that only they got 

correctly. 

Conclusion 

The variations in AI answers underscore the significance of selecting appropriate AI 

systems based on specific application requirements and domains, as no singular AI 

system consistently surpassed others in every aspect of nursing knowledge. 
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1. Introduction 

Artificial intelligence (AI) has surfaced as an innovative 

technology with the capacity to transform numerous sectors, 

such as healthcare. The domain of AI has experienced 

significant progress in recent times, especially in the field of 

chatbot technology. There is a growing belief that AI, having 

outperformed humans in various areas, can bring about 

significant improvements in healthcare, AI has the potential to 

enhance disease prevention, detection, diagnosis, and treatment 

[1,2]. 

 

The utilization of AI in the healthcare industry has garnered 

considerable interest due to its vast potential to enhance 

healthcare provision and patient results. The field of nursing is 

one area that could experience a significant transformation 

through the implementation of AI technology. Nursing 

examinations play a crucial role in assessing the competency and 

knowledge of nursing professionals. Nurse examinations cover 

a wide range of topics, including procedures such as nasogastric 

tube insertion, urinary catheterization, administration of drugs, 

and their knowledge in surgical settings. With the rise of AI 

systems, it is important to evaluate their performance in nurse 
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examinations. In recent years, several AI tools have become 

widely available, offering a range of services and capabilities. 

One such AI system is ChatGPT 3.5, an advanced language 

model created by OpenAI that was trained using an expansive 

collection of textual content derived from websites, literature, 

and diverse sources via language modeling tasks. This feature 

distinguishes it as one of the most expansive and resilient 

language models ever created, integrating an astonishing 175 

billion parameters. ChatGPT version 3.5 has been introduced 

with wide-ranging applicability throughout multiple sectors, 

including healthcare [1]. Another AI system that has gained 

attention is Gemini, formerly known as Google Bard, is an AI-

powered information retrieval tool is an advanced chatbot that 

utilizes a "native multimodal" model to efficiently analyze and 

adapt to a wide range of data formats such as text, audio, and 

video [3,4]. Furthermore, Microsoft Copilot, another AI system, 

is an AI tool created by Microsoft that integrates language 

models with organizational data to amplify productivity and 

creativity. It is engineered to support users in diverse tasks by 

offering recommendations, code excerpts, and additional forms 

of aid tailored to the user's work context [5]. Additionally, Llama 

2, a series of pre-trained and fine-tuned large language models 

created and launched by GenAI, Meta, encompasses models 

ranging from 7 billion to 70 billion parameters. Among these 

variants are models specifically tailored for dialogue 

applications, referred to as Llama 2-Chat [6]. The performance 

of these AI systems in nurse examinations is an important area 

of study. Understanding their ability to provide accurate answers 

to nursing-related questions can provide insights into their 

potential use in healthcare settings. 

The study aims to compare the performance of advanced AI 

systems – namely, ChatGPT-3.5, Gemini, Microsoft Copilot, 

and Llama 2 – when applied to an examination focused on 

essential nursing competencies. By conducting this comparative 

analysis, we seek to shed light on the current state of AI 

integration within nursing education and identify opportunities 

for further development. 

 

2. Methods 

In this comparative study, four different AI systems (ChatGPT 

3.5, Gemini, Microsoft copilot, Llama 2) were tested through an 

examination consisting of 100 multiple-choice questions, with 

each having five options (A-E). The examination was tailored 

for nurses, and it incorporated 21 nasogastric intubation 

questions, 14 urinary catheterization questions, 21 surgery-

related questions, 44 other questions about anesthesia drugs, and 

other general nursing questions. The questions were derived 

from The Royal Marsden Manual of Clinical Nursing 

Procedures, tenth Student Edition [7], and Oxford Handbook of 

Anesthesia, 5th Edition [8]. The questions and answers were 

reviewed and analyzed by a board-certified anesthesiologist and 

a senior surgeon separately. The questions were entered on the 

17th through 18th of February 2024 into each of the AI systems 

in the same manner: by first greeting the AI systems by entering 

a prompt writing “Hello,” and secondly asking them this inquiry 

“Please, choose a single correct answer for the following 

multiple-choice questions.” Then, the multiple-choice questions 

were copy-pasted from a prepared Word document, and the 

answers were recorded in a table. While conducting a literature 

review for the current study, papers were specifically included 

from reputable journals and excluded those published in 

predatory journals, following the criteria outlined in Kscien’s 

list [9]. 

 

3. Results 

In a comparative assessment between ChatGPT 3.5, Gemini, 

Microsoft copilot, and Llama 2 on 100 nursing multiple-choice 

questions. ChatGPT 3.5 had a correct answer percentage of 77%, 

Gemini scored 75%, Microsoft copilot scored 84%, and Llama 

2 scored 68%. All of the AI systems showed complete 

agreeability on only 51% of the questions collectively that they 

got correctly. About 5% of the questions were answered 

incorrectly by all the AI systems (Figure 1). 

 

Figure 1: Descriptive presentation of the AI systems answers.  

All the AI systems answered correctly on what to do when 

resistance is felt during urinary catheter insertion and the 

importance of correct positioning of the nasogastric tube as well 

as the uses of atropine. However, they all answered incorrectly 

about the associated risk factors regarding postoperative nausea 

and vomiting, as well as another question about the optimal 

position during nasogastric tube insertion. ChatGPT was the 

only AI system to correctly answer a question regarding 

prophylaxis of postoperative nausea and vomiting. But was the 

only one to answer a question about pheochromocytoma 

incorrectly. Gemini was the sole AI system to provide accurate 

information regarding pre-procedure steps for nasogastric 

intubation. But also, the sole system to incorrectly answer a 

question about risk factors of urinary tract infection. A question 

concerning the first-line method for confirming nasogastric tube 

placement was accurately answered by only Microsoft copilot. 

And Llama 2 was the only AI system to answer that obtaining 

consent should be the first step for urinary catheter insertion. All 

the questions and the corresponding AI answers are provided in 

an Excel sheet (Supplementary 1). 

 

4. Discussion 

Nurses play a crucial function in the healthcare sector, utilizing 

their unique abilities and specialized knowledge to provide 
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patient-focused healthcare services. Nurses demonstrate 

proficiency in various areas that complement AI capabilities. 

Primarily, they prioritize patient-centered care by customizing 

treatment plans to individual requirements, while AI contributes 

by furnishing evidence-based information. Moreover, nurses 

have clinical judgment abilities and extensive medical expertise, 

enabling them to evaluate patients and make well-informed 

decisions. AI can also offer valuable prompts to augment the 

decision-making process. Nurses possess strong communication 

skills, which enable them to establish rapport with patients and 

facilitate information exchange. AI can assist in this area to 

some degree by providing chatbots that can answer patient 

queries [10-12]. One of the advantages of AI systems is the 

potential to automate routine tasks, freeing up nurses' time to 

focus on higher-level activities and personalized patient care 

[13]. Furthermore, AI-driven monitoring systems can perhaps 

track patient vital signs and alert nurses to any deviations from 

normal parameters, facilitating timely interventions [14].  

The present investigation explores the performance of advanced 

AI systems in addressing fundamental nursing competencies, 

shedding light on the prospective impact of AI technologies on 

nursing education and practice. Our findings reveal intriguing 

distinctions among ChatGPT 3.5, Gemini, Microsoft Copilot, 

and Llama 2 when confronted with a comprehensive set of 100 

multiple-choice nursing questions. Our results indicate that 

while none of the AI systems achieved full agreement across all 

questions, there were notable differences in their respective 

accuracies. For instance, Microsoft Copilot performed best 

among the AI systems when it came to questions related to 

urinary catheterization, and Llama 2 performed the worst. In 

addition, Gemini and Microsoft Copilot performed better than 

the other two AI systems and had the same score when it came 

to nasogastric intubation. These variations underscore the 

significance of selecting appropriate AI systems based on 

specific application requirements and domains. Moreover, our 

findings suggest that no singular AI system consistently 

surpassed others in every aspect of nursing knowledge. Instead, 

each AI system displayed strengths and weaknesses in distinct 

areas of nursing competence. For example, ChatGPT 3.5 

excelled in providing information about prophylactic measures 

against postoperative nausea and vomiting but struggled with a 

pheochromocytoma question. Similarly, Gemini proved adept at 

describing pre-procedure steps for nasogastric intubation yet 

faltered in recognizing risk factors for urinary tract infection. 

Meanwhile, Microsoft Copilot distinguished itself by accurately 

responding to a question about the first-line method for 

confirming nasogastric tube placement but failed to recognize 

the necessity of obtaining informed consent prior to urinary 

catheter insertion. 

In a study conducted by Hirosawa et al., physicians consistently 

demonstrated superior accuracy rates compared to Google Bard 

in various categories, including the top 10, the top 5, and the top 

differential diagnosis [15]. Furthermore, in a study by Taira et 

al. They evaluated the performance of ChatGPT on the Japanese 

National Nurse Examinations and found that ChatGPT met the 

passing criteria for the 2019 examination and performed close to 

the passing level in the 2020-2023 examinations. While 

ChatGPT did not pass all the examinations, it showed promising 

results, with only a few more correct answers needed to pass 

[16]. In an investigation by Rick et al. Google Bard surpassed 

ChatGPT in accurately executing mass casualty incident triage, 

achieving a 60% accuracy compared to ChatGPT's 26.67%. This 

dissimilarity was statistically significant [17]. 

One of the challenges that face the integration of AI systems into 

healthcare is the lack of contextual understanding; while AI 

systems can provide accurate information, they may lack the 

ability to understand the nuanced context of patient care, 

potentially leading to inappropriate recommendations or 

responses. Furthermore, human nurses retain indispensable 

critical thinking skills and emotional intelligence necessary for 

comprehensive patient care, qualities that AI may not 

completely emulate. [14,18]. It's legitimate to worry about AI 

systems developing and reinforcing prejudices present within 

their learning materials or input datasets. This apprehension has 

been recognized as a significant issue due to research indicating 

that such bias-prone behavior may arise when AI models absorb 

and reproduce existing discriminatory patterns. It is crucial to 

develop effective approaches to address the issue of biases in AI 

models and integrate algorithms that prioritize equitableness and 

rightfulness during the developmental phase. This is particularly 

significant in the medical field, where it is essential to prevent 

any biases in patient care and the decision-making capabilities 

of AI systems. By doing so, these AI models can become a more 

dependable resource for medical professionals in the future. 

Moreover, advanced language models possess the ability to 

produce compelling yet emotionally persuasive material even 

when they are incorrect. As such, it becomes indispensable to 

actively confront the associated dangers and maintain 

accountable and moral utilization of these intricate systems.  

Another ethical concern is discerning the ownership and 

authorship attribution of content produced by AI systems [1]. 

 

5. Conclusion 

Variations in the different AI systems underscore the 

significance of selecting appropriate AI systems based on 

specific application requirements and domains, as no singular AI 

system consistently surpassed others in every aspect of nursing 

knowledge. 
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